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An Integral Equation

with Jacobi Polynomial in the Kernel. (**)

1. — Tn [4] K. N. SrivasTavA has solved the integral equations

(1.1) f FEP(t)z) g(t) At = f(x) ,
.
(1.2) | R®P(t/z) g(1) At = fi() ,
where
R
Rﬁf"ﬁ’(w) _ nl (2% — 1E+B—1 p&+p—D (g2 1)

2= (k4 B+ n)

Here p!# () stand for the JACOBI polynomial. SRIVASTAVA has used the method

n

of R. G. BuscaMaN [1] which involves the use of MELLIN-transform. In the
present paper we solve a similar integral equation whose Kernel is the JACOBT
polynomial itself. It may be of interest to note that the Kernel we use is in
guite a simple form and also its argument is different than that of F*P(z)
or R%P(z). We shall use a different method which is more direct and leads

to the solution under fewer conditions on f(z).

(*) Indirizzo: Department of Mathematics, Government Polytechnic Institute,

Raigarh (M. P.), India.
(**) Ricevuto: 3-VI-1969.
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2. — Consider the integral equation
2.1) [ P81 — @ay)) gt) At = (), 1<z<a,.
1

If n>1, f(z) is absolutely continuous on [1, %] for some #;, >1 and f(1) = 0,
then the solution of (2.1) is given by

z

(2‘2) (]({U) = ._...;1.1}.”_._ ( d )n+1 { m—(a-*-ﬂ'%‘n)f (w — t).ﬁ—l—n——-l 1~ f(t) dt} ,

(B m—1)nl \de
where
A=n!l+ o), /O + ).
From ([8], p. 99) we have the relation

7

1 m
((;r) {a:“'”‘l 1 — w)“+m—"} =bp @ (b —a—m, b+ m; b; x).
The above relation can be easily transformed in the following form

Btn
(2.3) ( d ) {ma+ﬂ+n @ __w)n} = A z* p::"ﬁ’(l —22),

dx
where
A =011 +a)py,/1 + ).

In the light of the result (2.3) the integral equation (2.1) can be rewritten as

j (dgfv)ﬁ+n{m“+ﬂ+n (t ___w)n}t—ﬂ g(t) dt — _A_ f($) m"‘ )

Interchanging the operators of integration and differentiation, which is justified,
here we get

da

a\en [
(2.4) (—) f{m“ﬂ*"" (t—a)"} - g(t) dt = A f(2) 2% .
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Since the left hand side of (2.4) vanishes together with its 8 + # — 1 derivat-
ives when @ = 1, repeated integration for f - » times gives us

x z
) A p—tatBim
2.5)
1

. p)n fn At = ‘ _ \Btn—1 4
(t —@)n i g(t) At (/3+w.~1)!.f (z —1) *f(t) At

1

Finally differentiating for » -~ 1 times with respect to @, we get (2.2).

3. — The integral equation

(3.1) [ @y PP — @ayt) gatt) dt = fofa) 1<a<a,

is reduced to (2.1) if » = 0. However, if we write 1™ g,(t) = g(t) and ™ f, (¢)= f(@),
the equation (3.1) is again reduced to (2.1), hence we get the soiution of (3.1) as

z

32 — Ayt d "+II —(a+B+n) BHn—1 ga—vp
(3.2) glw) - Gran_1)ra \©& 100 (—1) (77 fo(0)] dt ¢ .

1

If « =f =0, is put in (2.1) and (2.2) we get the solution of the integral equat-
ion

(3.3) [ Pl — @ap) g(t) at = f(a) , 1<w<a,
as
(3.4) @ = —— () - z (@ — £y f(2) dlt

) A (m—n! \d=) |~ )

The integral equation (3.3) is different than the one solved by ERDELYI [2].

My thanks are due to Dr. V. K. VArMA for his guidance.
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